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Deep learning models achieve excellent results in object detection but 

typically require powerful hardware, such as GPUs or TPUs, which are 

impractical for many robotics and embedded applications. This project 

evaluates three lightweight object detection methods — Template 

Matching, SVM with HOG, and YOLOv11n — to identify approaches 

that are both accurate and efficient for real-time robotic applications.
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Evaluating Efficient Object Detection Models for Real-Time Robotic 

Applications
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All the models were tested on images taken in an office that emulated 

a laboratory environment. These images were then manually labelled 

and used to measure the model performance.

All models were evaluated on a laptop with a 13th Gen Intel(R) 

Core(TM) i9-13900H and 32 GB of RAM. The program was restricted 

to only using 1 out of the 14 cores available. 

Key takeaways:

• YOLO achieves the highest accuracy across all the models with an 

intersection over union (IoU) of 0.73 and mean average precision 

(mAP) of 0.91

• Template matching was the fastest method, over 103% faster than 

YOLO, but had lower accuracy

• SVM and HOG performed the worst overall with low speed and 

accuracy

Template Matching detects objects by sliding a template over the 

input image and computing similarity at each location. The position 

with the highest match indicates the object. In this project, 20 

cardboard box templates were used, and the one with the highest 

correlation determined the bounding box.

YOLO (You Only Look Once) is a deep learning model. In this case, 

the nano-sized model was trained on 621 images of cardboard and 

815 images of office spaces without cardboard.

SVM with HOG detects objects by first extracting edge orientation 

histograms (HOG features), then classifying regions using a linear 

SVM. The model was trained on 1,125 cardboard images and 1,412 

background images.
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Figure showing model performance on the testing set

The next step would be to deploy the YOLO model onto a quadruped 

robot for real-time object detection. Using a depth camera and a 

motion-planning algorithm, the object detection results can be used to 

help the robot navigate its environment. Additionally, the model can be 

improved by training it on a larger dataset and tuning the 

hyperparameters.

Picture of the Unitree Go1 quadruped robot
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