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REDUCING THE VARIANCE OF INTRINSIC CAMERA CALIBRATION RESULTS IN 

THE ROS CAMERA_CALIBRATION PACKAGE 

ABSTRACT 
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Supervising Professor: Pranav Bhounsule, Ph.D. 

 

 The intrinsic calibration of a camera is the process in which the internal optical and 

geometric characteristics of the camera are determined. If accurate intrinsic parameters of a camera 

are known, the ray in 3D space that every point in the image lies on can be determined. Pairing 

with another camera allows for the position of the points in the image to be calculated by 

intersection of the rays. Accurate intrinsics also allow for the position and orientation of a camera 

relative to some world coordinate system to be calculated. These two reasons for having accurate 

intrinsic calibration for a camera are especially important in the field of industrial robotics where 

3D cameras are frequently mounted on the ends of manipulators.  

In the ROS (Robot Operating System) ecosystem, the camera_calibration package is the 

default standard for intrinsic camera calibration. Several researchers from the Industrial Robotics 

& Automation division at Southwest Research Institute have noted that this package results in 

large variances in the intrinsic parameters of the camera when calibrating across multiple attempts. 

There are also open issues on this matter in their public repository that have not been addressed by 

the developers. In this thesis, we confirm that the camera_calibration package does indeed return 

different results across multiple attempts, test out several possible hypothesizes as to why, identify 

the reason, and provide simple solution to fix the cause of the issue. 
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CHAPTER ONE: INTRODUCTION 

 

Industrial automation has become ubiquitous with long assembly lines of robotic 

manipulators assembling cars. These manipulators are all programmed to do a specific task 

repeatedly at each stage of the manufacturing process. If a car arrives in a state unknown to the 

robot, it cannot adapt. While this is fine for assembling cars, what if the robot needs to remove 

casting defects from a cast iron part that is different every time? The next level of industrial 

automation involves giving these manipulators vision. Sensors such as 2D and 3D cameras can be 

mounted on the robot to provide it with a set of eyes. Through vision processing, these sensors 

allow the robot to adapt to a wide variety of situations depending on what the camera perceives.  

 

If a camera is attached to the end of a manipulator, the location of the camera housing 

relative to the robot can be measured. However, images taken by the camera bear no relation to 

the housing.  Therefore, finding the relationship between the optical frame of the camera and robot 

is important. The optical frame of the robot is located at the focal point, which exists somewhere 

inside or outside the camera housing and cannot be easily measured. Establishing a common frame 

of reference between the optical frame of the camera and robot is done through a process called 

extrinsic calibration. Extrinsic calibration of a camera to a robot is used to determine the position 

and orientation of a camera optical frame relative to a frame of reference known to the robot. 

Mounting a camera on a robot allows the camera to be moved by robot and scan oddly shaped 

parts. Figure 1 provides an example of what an extrinsic calibration might look like when a camera 

is mounted on the tool of the robot. In this case, extrinsic calibration is used to solve for the 

relationship between the tool frame and camera optical frame. To perform an extrinsic calibration, 

a robot with a camera mounted on the tool will move around and take several images of a 
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calibration pattern while recording the joint states of the robot at every image. Every point on the 

target is known in the frame of the target. Those points are transformed into the base frame of the 

robot using an educated guess of the transform between the target frame and base frame. The 

transform between the base frame of the robot and the tool frame is known through the kinematics 

of the robot. The target points are then transformed into the tool frame of the robot. Finally, using 

a guess for the transform between the tool frame and camera optical frame, the target points are 

transformed into the camera optical frame. 

 

Figure 1. Diagram of an Extrinsic Calibration  

 

Through a process called perspective projection, the target points are projected into a two-

dimensional image plane. These points are compared to the points in the images captured earlier. 

The residual between the projected point and observed point is minimized by refining the 

transform between the target and base and the transform between the tool and camera optical 

frame.  
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Performing a perspective projection requires the intrinsic parameters of a camera. 

Therefore, obtaining an accurate extrinsic calibration requires an accurate set of intrinsic 

parameters, which includes the camera projection model and distortion coefficients. Since the 

camera projection model relates the 2D points in the image to the 3D points in the scene, an 

incorrect model will result in an incorrect extrinsic calibration. The intrinsic parameters are 

obtained through a process called intrinsic camera calibration. Intrinsic camera calibration is 

solved using bundle adjustment, which takes known 3D feature locations, projects them into the 

2D image plane using the camera parameters, and minimizes the reprojection error by refining the 

camera parameters. 

This thesis will explore our attempts to obtain a consistent and accurate intrinsic calibration 

using the camera_calibration package [1] that ships with ROS (Robot Operating System) and 

improving upon those results using the industrial_calibration package [2] which is published by 

ROS-I (ROS-Industrial).  

 

1.1 EXISTING CALIBRATION FRAMEWORKS IN ROS 

In the ROS ecosystem, there are two main packages that provide tools for intrinsic camera 

calibration. The first and most commonly used is the camera_calibration package [1], which exists 

in the image_pipline repository published by ROS-Perception. The camera_calibration package 

provides a user interface that allows users to collect calibration images automatically and indicates 

when sufficient data has been collected through progress bars. Then it passes the data to an 

OpenCV backend which processes the data and runs the non-linear least squares optimization 

algorithm to calibrate the intrinsic parameters [2]. The camera_calibration page has been shown 

to provide results with high variances in focal length and principal point across multiple 

calibrations. 
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The second package is called industrial_calibration and is published by the ROS-Industrial 

Consortium [3]. This library provides a wide assortment of tools and cost functions to perform 

intrinsic and extrinsic calibrations that would be useful in the field of industrial robotics. Like 

OpenCV, the industrial_calibration package also calibrates through solving a non-linear least 

squares optimization problem. This package differs from OpenCV’s implementation through the 

fact that it uses Ceres-Solver as a back end. Ceres-Solver is an open source C++ library initially 

developed by Google to solve large scale bundle adjustment problems [4].  This package was 

originally written to perform extrinsic calibrations, but after discovering that the 

camera_calibration package produced large variances in the focal length and principal points 

across multiple calibrations of the same sensor, Dr. Lewis decided to develop a new calibration 

method using a linear rail. 

 

1.2 THESIS CONTRIBUTIONS 

During the completion of this thesis, an open source fork of the industrial_calibration package 

temporarily called IC2 was developed to separate the calibration functional into a C++ library 

separate from ROS. This gave us the flexibility to run many different experiments on calibration 

images. We also developed several programs to sort through calibration images and remove 

images that suffered from poor feature detection. A tool was also written to collect calibration 

images manually. The findings in thesis also allowed us to provide instructions on how to achieve 

consistent results when using the camera_calibration page. 

 

 1.3 OUTLINE OF THESIS 



 

5 

 

The first thing we do is review the background knowledge required to understand how 

intrinsic calibration of a camera is performed. This includes review of the pinhole camera model, 

how a perspective projection works, the distortion model for lenses. Then we discuss a few 

important papers that define the current process. Finally, we will define our initial hypothesis and 

the methodology used to collect data. Finally we explain how we analyzed the data, and discuss 

our results. 
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CHAPTER TWO: BACKGROUND AND LITERATURE REVIEW 

 

2.1 PINHOLE CAMERA MODEL 

 

The pinhole camera model is a model of an ideal pinhole camera as shown in Figure 2. The 

idea pinhole camera is essentially a box where light cannot enter except through a small hole with 

no lens called the aperture. When rays of light pass through the aperture, they project an inverted 

image on the opposite of the hole [5].  

 

Figure 2. Diagram of Ideal Pinhole Camera 

 

The pinhole camera model describes the relationship between the three-dimensional scene and 

how they are projected into the two-dimensional image plane with a perspective transformation 

[6]. The diagram below describes the pinhole camera model. 
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Figure 3. Diagram Following a Ray of Light in the Pinhole Camera Model 

 

Starting from the right side of Figure 3, a ray of light from the 3D point P with coordinates 

of [𝑋, 𝑌, 𝑍]𝑇 is projected into the image plane to the point (𝑢, 𝑣) in pixels with a perspective 

projection. The line normal to the image plane is called the optical axis and is collinear with 

𝑍𝐶𝑎𝑚𝑒𝑟𝑎. The intersection between the optical axis and the image plane is called the principal point. 

The light rays all eventually intersect at the camera frame. The distance between the focal point 

and the image plane is the focal length [7]. 

The intrinsic parameters of an ideal pinhole camera can be described with the camera 

matrix shown below.  

𝐴 = [
𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1

] 
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From the camera matrix: 𝑓𝑥  and 𝑓𝑦 are the focal lengths of the x and y in pixels. These are 

derived from the focal length in millimeters multiplied by the size of size of the pixel in pixels per 

millimeter in the x and y directions respectively. In an idea pinhole camera, these values should 

be the same. In modern cameras, these values will be very close but can differ for a variety of 

reasons. Different values of 𝑓𝑥 and 𝑓𝑦 results on non-square pixels. 𝑐𝑥 and 𝑐𝑦 describe the location 

of the principal point offset, which is the location of the principal point relative to the image frame. 

The perspective projection between the 3D point P from the scene and the 2D image plane is given 

by the following equation [6]. 

𝑚′ = 𝐴[𝑅|𝑡]𝑀′ 

In this perspective projection:  𝑚′ is the point in 2D image coordinates, 𝑀′ is the point in 

3D scene coordinates, A is the matrix of intrinsic camera parameters, and R and t describe the 

rotation and translation of the camera, also known as the extrinsic parameters. The R and t matrices 

transform points from P into the coordinate system of the camera. Expanding the equation above 

where 𝑚′ = [𝑢, 𝑣, 1]𝑇 and 𝑃 = 𝑀′ = [𝑋, 𝑌, 𝑍, 1]𝑇 gives the following: 

[
𝑢
𝑣
1
] = [

𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1

] [

𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧

] [

𝑋
𝑌
𝑍
1

] 

The above equation can be expanded and reorganized into something easier to understand. 

The X, Y, and Z points of the scene are rotated and translated into the camera frame. Then those 

points are scaled. The scaled points are multiplied by the focal length and added to the principal 

point. The equations below show this simplification [6]. 

[
𝑥
𝑦
𝑧
] = [

𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33

] [
𝑋
𝑌
𝑍
] + [

𝑡𝑥
𝑡𝑦
𝑡𝑧

] 
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𝐼𝑓 𝑧 ≠ 0 → 𝑥′ =
𝑥

𝑧
, 𝐸𝑙𝑠𝑒 →  𝑥′ = 𝑥 

𝐼𝑓 𝑧 ≠ 0 → 𝑦′ =
𝑦

𝑧
, 𝐸𝑙𝑠𝑒 →  𝑦′ = 𝑦 

𝑢 = 𝑓𝑥𝑥
′ + 𝑐𝑥 

𝑣 = 𝑓𝑦𝑦
′ + 𝑐𝑦 

 

2.2 DISTORTION PARAMETERS 

 

Most real cameras require a lens to focus light into the image sensor. The ideal pinhole camera 

does not have a lens; therefore, the camera model is not an accurate representation of an actual 

camera since it does not account for lens distortion. The distortion caused by a lens can be modeled 

as radial distortion and tangential distortion. For most lenses, the distortion is mostly radial and a 

tiny bit of tangential distortion. 

 

Figure 4. Visualization of Two Different Types of Radial Distortion 

 

The two types of radial distortion are known as pincushion and barrel. A pincushion radial 

distortion is a negative amount of radial distortion where the light rays near the edge of the image 
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are bent towards the optical center. A barrel radial distortion is a positive amount of radial 

distortion where the light rays near the edge of the image are bent away from the optical center 

[5]. The figure above shows an example of the two types of radial distortion simulated on a 

checkerboard. The checkerboard on the left is an example of a pincushion distortion, the 

checkerboard in the center has no radial distortion, and the checkerboard on the right has barrel 

distortion. The two distorted images were generated with Adobe Photoshop® by taking the original 

checkerboard image and correcting for lens distortion. Adding a positive correction resulted in a 

negative pin cushion distortion and adding a negative correction resulted in a positive barrel 

distortion. 

 

 

Figure 5. Diagram Explaining What Causes Tangential Distortion 

 

 Tangential distortion is caused by having a lens that is not parallel to the image plane [5]. 

The figure above shows an example of when tangential distortion can occur. On the left side of the 

figure, the lens is parallel to the image plane. This results in a scenario where the image only has 
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radial distortion and zero tangential distortion. The right side of the figure has an image plane that 

is not parallel to the lens. This situation can manifest when the physical elements in the lens are 

not aligned properly. In this case, tangential distortion exists along with radial distortion. Brown 

calls this decentering distortion, which introduces both tangential distortion and asymmetric radial 

distortion [8]. 

 Correcting for radial and tangential distortion is performed using the Brown—Conrady 

distortion model [8]. The radial components are fit to a nth order polynomial where n is a multiple 

of two. In most cases, the radial distortion is dominated by the lower order polynomials with the 

higher order coefficients having a negligible effect. OpenCV allows for a 12th order polynomial 

fit, which introduces six radial distortion coefficients. The Industrial Calibration package allows 

for a 6th order fit which introduces three radial distortion coefficients but can easily be extended to 

allow for a higher order if required. Zhang states that most of the distortion is dominated by the 

first distortion coefficient, and more elaborate models would introduce numerical instability [9]. 

In [9], Zhang only solves for the first two radial distortion coefficients and none of the tangential 

distortion coefficients.  

 In this thesis, we modeled the radial distortion with a 6th order polynomial which introduces 

the radial distortion coefficients K1, K2, and K3. If we let 𝑟2 = (𝑥′)2 + (𝑦′)2 where 𝑥′ and 𝑦′ are 

the undistorted points, the model for the distorted point only accounting for radial distortion 

produces the equations [5]: 

 

𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 = 𝑥
′(1 + 𝐾1𝑟

2 + 𝐾2𝑟
4 + 𝐾3𝑟

6) 

𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 = 𝑦′(1 + 𝐾1𝑟
2 + 𝐾2𝑟

4 + 𝐾3𝑟
6) 
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Using the Brown—Conrady model to correct for tangential distortion introduces the tangential 

distortion coefficients P1 and P2. The correction equation for only tangential distortion produces 

the equations:  

𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 = 𝑥
′ + [2𝑃1𝑥

′𝑦′ + 𝑃2(𝑟
2 + 2(𝑥′)2)] 

𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 = 𝑦
′ + [𝑃1(𝑟

2 + 2(𝑦′)2 + 2𝑃2𝑥
′𝑦′] 

The radial and tangential distortion corrections can be joined into a single equation for each of the 

x and y as shown below: 

𝑥′′ = 𝑥′ +𝐾1𝑟
2𝑥′ + 𝐾2𝑟

4𝑥′ + 𝐾3𝑟
6𝑥′⏟                    

𝑅𝑎𝑑𝑖𝑎𝑙

+ [2𝑃1𝑥
′𝑦′ + 𝑃2(𝑟

2 + 2(𝑥′)2)]⏟                  
𝑇𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙

 

𝑦′′ = 𝑦′ + 𝐾1𝑟
2𝑦′ + 𝐾2𝑟

4𝑦′ + 𝐾3𝑟
6𝑦′⏟                    

𝑅𝑎𝑑𝑖𝑎𝑙

+ [𝑃1(𝑟
2 + 2(𝑦′)2 + 2𝑃2𝑥

′𝑦′]⏟                  
𝑇𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙

 

The 𝑥′ and 𝑦′ values from the perspective transform equation shown earlier can be replaced 

with 𝑥′′ and 𝑦′′ which results in the new perspective transform which accounts for distortion: 

𝑢 = 𝑓𝑥𝑥
′′ + 𝑐𝑥 

𝑣 = 𝑓𝑦𝑦
′′ + 𝑐𝑦 

 

2.3 INTRINSIC CAMERA CALIBRATION PROCESS 

 

In Zhang’s paper [9], he breaks the calibration procedure into five easy steps summarized below. 

1. Print out a calibration pattern and attach it to a flat surface. 

2. Take a few images of the calibration from different orientations by moving the camera or 

pattern. 

3. Detect the features of the calibration target from the images. For a chessboard, this would 

be the corners, for a circle grid, this would be the centers of the circles. 
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4. Estimate the intrinsic and extrinsic parameters of the camera for each image using closed 

form solutions he derived. 

5. Estimate the complete set of intrinsic parameters and distortion coefficients by 

minimizing the following function: 

∑∑||𝑚𝑖𝑗 − 𝑚̌(𝐴, 𝐾1, 𝐾2, 𝑅𝑖, 𝑡𝑖𝑀𝑗)||
2

𝑚

𝑗=1

𝑛

𝑖=1

 

which is a nonlinear minimization problem solved using the Levenberg-Marquardt 

Algorithm (LMA). The initial guess for the 𝐾1 and 𝐾2 parameters can be set to 0. 

In our case, we used a modified version of the minimization function that includes the third radial 

distortion coefficient and the two tangential distortion coefficients. The function was solved with 

the LMA solver included in Ceres-Solver [4] instead of Minpack used by Zhang [9]. The function 

is shown below. 

∑∑||𝑚𝑖𝑗 − 𝑚̌(𝐴, 𝐾1, 𝐾2, 𝑃1, 𝑃2, 𝐾3, 𝑅𝑖 , 𝑡𝑖𝑀𝑗)||
2

𝑚

𝑗=1

𝑛

𝑖=1

 

In case it was not clear from looking at the formula, 𝑛 represents the number of images 

and 𝑚 represents the number of features in the calibration pattern from each image. For example, 

if 10 images of a calibration pattern were taken and the pattern had a circle grid of 10 x 10 dots, 

then 𝑛 would equal 10, and 𝑚 would be 100. Since the locations of each feature point are known 

(𝑀𝑗), 𝑚̌ is the projection of M into the image plane while accounting for distortion using the 

equations shown in the previous section. The algorithm loops through every image and every 

feature point on every image and minimizes the residual (expected value – actual value) by 

adjusting the camera matrix, distortion parameters, and extrinsic parameters of the camera. 
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2.5 VERIFYING RESULTS OF A CALIBRATION 

 Upon completion of a calibration, the final average reprojection error of the calibration is 

computed as the final cost of the calibration divided by the total number of observations. The 

average reprojection error can be used to give an estimation on the precision of the calibrated 

intrinsic parameters. Although a large reprojection can be interpreted as having a bad calibration, 

a low reprojection error does not necessarily mean the calibration is good. Determining if the 

solution of the non-linear least squares calibration is of good quality requires the generation of the 

covariance of the solution. Ceres-Solver conveniently allows a user to easily compute the blocks 

of the covariance they need instead of generating the entire covariance matrix which can be 

extremely time consuming. I will not go into detail on how the covariance is estimated but Ceres-

Solver explains it in their documentation for those who are interested [4]. For purposes of camera 

calibration, we only need to interpret the results of the covariance matrix. 

 The covariance matrix we refer to earlier is a variance-covariance matrix which is 

symmetric. The diagonals of the matrix are the variances (square of standard deviation) for each 

of the variables, which indicates how much the data is scattered about the mean. The off-diagonal 

values of the matrix are the covariance of each pair of variables, which is measure of how the two 

variables change together. When both variables increase or decrease together, the covariance has 

a positive value. If one variable increases as the other decreases, the covariance will have a 

negative value. An example of the variance-covariance matrix of the intrinsic parameters is shown 

below. 
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There is no method that we know of to easily produce the exact intrinsic parameters of a camera 

to compare against our solution. However, there are ways to check the results. One method used 

by Chris Lewis from Southwest Research Institute [3] is to mount the camera on a linear rail placed 

perpendicular to a calibration pattern and capture two images of the calibration pattern with a 

known distance traveled between both images. Using the calibrated intrinsic parameters, the 

algorithm would solve for the t vector. The accuracy of the calibration is determined by subtracting 

the t vector of the first image from the t vector from the second image. This is the distance that it 

theoretically moved. Compare this to the known value that the linear rail moved and you obtain 

the percent error between the two distances traveled. 

 

2.5 HYPOTHESIS 

The motivation for this research arose when engineers from the Robotics and Automation 

Engineering section at Southwest Research Institute had trouble obtaining accurate and consistent 

calibration results when performing intrinsic camera calibration using the ROS 

camera_calibration package which is the standard package for camera calibration in the ROS 

ecosystem. One engineer stated that it required hundreds of images of the calibration pattern to 

achieve a good calibration. Chris Lewis performed multiple calibrations on a single camera and 
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obtained results high variances in the center point and focal length. This led to many man hours 

and dollars spent on developing new calibration techniques. 

The hypothesis theorized that the method in which we solved for the intrinsic parameters of 

the camera was flawed. A vector field of the residuals for the radial components of the distortion 

model is shown in the Figure 8. The residual field shows that the residuals are indeed radial. 

However, when we plot the residual field for the tangential distortion model shown in Figure 9, 

there are also radial components. This led to the hypothesis that the method in which we solve for 

the distortion parameters is incorrect. Instead of solving for all 9 intrinsic parameters at once, the 

theory is to solve for the focal lengths, principal points, and radial distortion coefficients first, 

removing all radial components from the tangential coefficients, then hold those parameters 

constant and solve for the tangential distortion coefficients second. This should theoretically 

decrease the amount of variance in the principal point and focal lengths since solving for the 

principal point requires some radial distortion because the radial distortion emanates from the 

principal point.  

 

Figure 6. Residual Vectors of Radial Distortion Model 
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Figure 7. Residual Vectors of Tangential Distortion Model 
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CHAPTER THREE: METHODOLOGY 

3.1 DATA COLLECTION 

 All of the calibration image data in this research was collected using a single camera. We 

chose to use the RGB sensor inside of the Asus Xtion Pro shown below [10]. The Xtion produces 

an RGB image of 640 by 480 pixels and was chosen as the camera for this research for a few 

reasons. The camera communicates with the computer though a USB interface (no need for POE) 

and easy to use existing ROS drivers. This camera is also readily available in the lab and sees lots 

of use in the industry due the low cost. 

 

Figure 8. Asus Xtion Pro Depth Sensor 

 

 The first data set was collected automatically using the GUI that ships with 

camera_calibration package. We used a 9 by 12 modified circle grid calibration pattern shown 

below. When printed, the calibration pattern had a circle diameter of 0.124 meters and a circle 

spacing of 0.01779 meters. 

 

Figure 9. 9 x 12 Modified Circle Grid Calibration Pattern 
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 The user interface for the camera_calibration package is a view window showing the 

camera feed with meters on the side that fill up as data is collected. The instructions [1] indicate 

that the calibration pattern needs to be placed in the camera’s left, right, top and bottom fields of 

view. The X bar indicates when there is enough data in the left and right, the Y bar indicates when 

there is enough data in the top and bottom, and the size bar indicates when there is enough data 

towards and away from the camera as well as tilt. The instructions also indicate that the pattern 

should fill the entire field of view at some point. As the pattern is moved around the field of view 

of the camera, the indicator bars will increase in length, and a calibrate button lights up when the 

software determines that there is enough data for a calibration. The image below is a screenshot of 

the user interface described above taken from the camera_calibration tutorial on the ROS wiki. 

 

 

Figure 10. Screenshot if camera_calibration User Interface 

 

 The first data set included 15 sets of images collected automatically using the 

camera_calibration GUI. The calibration pattern was taped to a piece of cardboard and attached 
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to a tripod. We attached the Xtion to a UR3 collaborative robot placed in front of the calibration 

pattern and dragged the UR3 to different poses by hand until the meters of the calibration GUI 

filled and the calibration button appeared. In total, the UR3 was taught about 50 different poses at 

different amounts of skew in different areas of the field of view of the camera. For the first 10 sets, 

we replayed the robot poses for the calibration GUI as it automatically collected data without 

moving the target. For the last five, the target was translated and rotated slightly between each 

calibration while the robot maintained the same motion as the previous 10. Collection of this data 

required roughly six hours to complete since we needed to wait for each calibration to solve before 

starting a new set. The first 10 sets averaged roughly 90 images per set while the last five had 

reduced images because the pattern finder could not find a pattern in those images as easily. Near 

the end, we noticed that some of the poses were rotated too much causing the pattern finder to find 

the points of the target in the incorrect order. After the data was collected, we wrote a custom node 

to sort through all the data and throw out the worst offenders. After analysis of calibration results 

of this data which is described in the next chapter we determined that the automatic data collection 

of the camera_calibration GUI was unreliable and switched to a manual data collection process. 

 

Figure 11. 11 x 15 Modified Circle Grid Calibration Pattern Mounted on a Wall 

 

The second data set was collected using the wall mounted modified circle grid calibration 

pattern in the figure shown below. This time the pattern had circles arranged in an 11 by 15 grid 

with a circle diameter of 0.04 meters and a circle spacing of 0.02 meters. During our analysis, we 
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noticed that we did not fully fill the field of view of the camera for most data sets. This time instead 

of using a robot, we held the Xtion by hand and moved it around the target until every bar of the 

camera_calibration GUI was filled and the calibrate button lit up. This resulted in over 100 

images. Once again, we sorted through the data and deleted anywhere the circle grid finder had 

trouble seeing the dots. The result was around 94 images. We further reduced this data set to 30 

images by deleting any redundant images. Since we were not about to wave the camera at the target 

manually 15 times again, we decided to run the calibration 30 times using 29 of the images and 

swapping out an image for each calibration. 

Due to what we learned from results of the second data set, we stopped using the 

camera_calibration GUI and wrote our own GUI for manual data collection for the third data set. 

The modified GUI only has a window displaying the camera view. When a target is detected, lines 

will be drawn over the detected points. We also drew dots over the first, origin, and last point to 

indicate if it was oriented correctly. This precluded us from the need to sort through the data in the 

end to check for bad images. Every time we were satisfied with the image we saw in the view 

window, we hit the ‘s’ key on the keyboard and it would automatically save the image. 

 

Figure 12. Circle Grid Finder with Dots Drawn at the First, Origin, and Last Point 
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 The camera for this data set was mounted in a tripod. We placed the tripod at different 

positions in front of the target and collected 30 images at each position moving the orientation of 

the camera a tiny bit for each image so that they were all slightly different. In total, we moved the 

camera to 30 different positions resulting in a total of 900 images. This means that we would have 

30 sets of 30 images to calibrate for this data set. 

 

3.2 DATA ANALYSIS PROCESS 

This section explains how we performed the calibrations on each of the data sets. The tables 

we refer to as “results” in this section take the calibration parameters results for each set of images 

within the entire data set and calculates the mean, median, and standard deviations. Full tables 

with all values can be found in the appendix.  

First, we establish that the two calibration solvers used in the camera_calibration package 

and the industrial_calibration package obtain similar results. The camera_calibration package 

uses the camera calibration functionality provided by OpenCV to solve for the intrinsic camera 

parameters. Our industrial_calibration package uses Ceres-Solver as the LMA solver to solve for 

the intrinsic parameters. We establish that both methods achieve similar results because it is easier 

to modify the calibration algorithm using Ceres by changing the cost function instead of digging 

through the OpenCV source code and rebuilding the modifications. 

We start by looping through all 15 data sets and crawling through the directory and loading 

all images. We extract the observations from the calibration patterns for every image, and passed 

them to the OpenCV camera calibration function. We also had to pass flags to use an intrinsic 

guess and to fix the K4, K5, K6 parameters since they were unused. The results were saved and 

shown in Table 1 in the next section.  
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 The setup process for solving for camera intrinsics with industrial_calibration is like 

OpenCV. We extracted the observations and passed them to the calibration object and ran the 

calibration. Although the guesses for the poses of the camera at each image can be estimated 

analytically, to save processing time, we passed the poses calculated during the OpenCV solve in 

as the guesses for the Ceres solve. The analysis of the results of the calibration using Ceres for all 

15 data sets using Ceres-Solver are shown in Table 2 in the next section. 

 Theory one was implemented using a function like the one above. Instead of calling solve 

once, we set the tangential distortion coefficient parameter blocks constant, solve for focal length, 

principal points, the radial distortion parameters, and the extrinsic rotations and translations. We 

then set all those parameters constant and solve again for the tangential distortion parameters only. 

The results of the calibration for all 15 data sets are shown in Table 3 in the next section. 

 In the second data set, the process for solving for the calibration parameters was similar. The 

only thing we changed was how the data was passed into the calibration function. This data set 

cycled through the same images changing only one every time. The tables for these can be found 

in the next section as well. 

 The results for the final data set were generated in a similar process as mentioned above. The 

last calibration we performed on data set three was to correct for the shifts in center points of the 

circle. We replaced the function that projected target points into the image plane and solved for 

the residual with a function that projected the target points into the image plane, corrected for the 

shift in center point, then solved for the residual. 
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CHAPTER FOUR: RESULTS AND DISCUSSION 

4.1 DATA SET ONE RESULTS AND DISCUSSION 

 The table below shows the mean, median, and standard deviation of the calibration results 

for all 15 sets of images from data set one when calibrated using the intrinsic camera calibration 

features in OpenCV. We note that there is an average reprojection error of 0.25 pixels and the 

standard deviation of the reprojection error is relatively low. We also note that the standard 

deviations of the focal lengths and principal points are extremely high at around four to five pixels. 

Table 1. Intrinsic Parameters of Calibration for Data Set 1 using OpenCV Full 

 
 

 The intrinsic parameters from this data set, when solved with Ceres, have very similar 

means when compared to OpenCV as shown below in Table 2. This validates that although 

implemented differently, our method of solving produces similar results with OpenCV. We note 

that the reprojection errors are eight times less when using Ceres compared to OpenCV. This is to 

be expected since Ceres is a better solver than whatever OpenCV uses in the backend. The standard 

deviations in the focal lengths and optical center points remain high. This is consistent with the 

results from Table 1 and is the issue we are trying to resolve. 

Table 2. Intrinsic Parameters of Calibration for Data Set 1 using Ceres 

 
 

 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 537.0658 536.1501 325.4949 231.8829 0.068379 -0.21432 -0.00126 -0.00011 0.177491 0.257201802

Median 538.3928 537.2339 328.0747 231.6251 0.06845 -0.218 -0.00151 0.001378 0.184089 0.257082027

Std.Dev 4.474733 4.092078 4.84634 3.077894 0.0074 0.02665 0.001275 0.002704 0.044171 0.03925095

Data Set
OpenCV

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 537.0703 536.1547 325.5078 231.8852 0.068393 -0.21432 -0.00126 -0.0001 0.177455 0.03360186

Median 538.3818 537.2246 328.1836 231.6129 0.068486 -0.218 -0.00152 0.001386 0.1839 0.032926854

Std.Dev 4.465886 4.083868 4.841077 3.081418 0.0074 0.026677 0.001289 0.00271 0.044181 0.010661583

Data Set
Ceres
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 The next table contains the results of using a two-step solve where we hold the p distortion 

parameters constant, solve for all the other parameters, hold those constant, and only solve for the 

p values. The first thing we notice is that the parameters have been reduced to nothing and have a 

very low standard deviation. This is consistent with the fact that there is usually very little 

tangential distortion. Most of the radial components of the tangential distortion seem to have been 

accounted for in the k parameters. The other change that pops out is the reduction in the standard 

deviation of the 𝐶𝑥 value.  

Table 3. Intrinsic Parameters of Calibration for Data Set 1 using Ceres with 2-Step Solve 

 
 

 

 

Figure 13. Plot of Focal Length Results of Xtion Intrinsic Calibration Using Three Methods 

 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 536.7143 535.821 325.6737 233.4829 0.067181 -0.21793 -1.7E-05 -2.1E-06 0.183787 0.033980238

Median 537.9964 536.847 326.2907 232.9204 0.067723 -0.22264 -1.8E-05 4.87E-06 0.192516 0.033106432

Std.Dev 5.103357 4.63207 2.298207 4.18509 0.007261 0.02711 8.76E-06 1.36E-05 0.04223 0.010878865

Ceres 2-Step
Data Set
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 The calibration results of this data set had a disturbingly high standard deviation in the 

focal lengths and principal points as we expected. We hypothesized that the issue could be in our 

data. Looking through the data, we noticed that many images did not fill the entire field of view 

with the calibration pattern. The focal lengths in x and y are plotted against each other in Figure 

13 for all three methods. The outliers are of the last couple image sets where the calibration pattern 

had been moved further back. 

For the next data set, we made sure to collect enough images where the entire field of view 

was filled as well as enough images with significant amounts of skew. This time we did not collect 

15 sets of calibration images as with data set one. Instead, we swapped out a single image out of 

30 images to have 30 sets of 29 images similar Zhang, except he used only five [9]. 

 

4.2 DATA SET TWO RESULTS AND DISCUSSION 

 From the table below, we see that the residuals have increased compared to the first data 

set when we calibrate with OpenCV. The standard deviations of the focal lengths and principal 

point are significantly lower compared to data set one. This can most likely be explained by the 

fact that we just used the same 30 images over and over while swapping one out. The biggest issue 

is that the two answers are different. The mean of the focal lengths in x and y for the first data set 

were at 537.06 and 636.15 respectively. In this data set, the means of the focal lengths in x and y 

are 533.28 and 534.34 respectively. That is a near four pixels of increase in the x. The results of 

the principal points are very different between the two as well. 

Table 4. Intrinsic Parameters of Calibration for Data Set 2 using OpenCV 

 
 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.2851 534.3429 316.4282 233.2138 0.052171 -0.23268 0.000455 0.001049 0.237757 0.455218433

Median 533.2745 534.3235 316.502 233.1885 0.051919 -0.23215 0.000455 0.001061 0.23767 0.4595605

Std.Dev 0.813208 0.813384 0.422609 0.473307 0.001324 0.005833 0.000147 0.000263 0.008834 0.012787092

Data Set
OpenCV



 

27 

 

 

 Again, the reprojection errors are lower when solving with Ceres compared to OpenCV as 

shown in the table below. The standard deviations of the focal lengths and principal points also 

remained relatively similar. We notice that the mean of the reprojection errors has tripled compare 

to the reprojection errors in Table 2. 

Table 5. Intrinsic Parameters of Calibration for Data Set 2 using Ceres 

 
 

 

 Using a two-step solve had a very similar effect on this data set as it did with data set one. 

We see this in the table below where the standard deviation of the 𝐶𝑥 component is lower compared 

to the previous table. The tangential distortion parameters have once again been reduced to 

nothing. 

Table 6. Intrinsic Parameters of Calibration for Data Set 2 using Ceres with 2-Step Solve 

 
 

 The results of this data set introduce the questions of what happened that changed our 

values so significantly and why have the reprojection errors increased? While investigating how 

this could have happened, we looked at the images collected automatically using the 

camera_calibration package. We noticed that many of the images had motion blur. This led us to 

be more careful when collecting our data and not using the GUI provided with the ROS 

camera_calibration package. Instead we wrote our own data collection program that allowed for 

manual data collection to avoid any motion blur. We also added in indicators to show if the circle 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.2873 534.3451 316.4317 233.2107 0.052166 -0.23269 0.000454 0.00105 0.23783 0.103693607

Median 533.277 534.326 316.5045 233.1855 0.051929 -0.23214 0.000456 0.001063 0.237693 0.105598

Std.Dev 0.812531 0.812651 0.418823 0.471011 0.001324 0.005822 0.000147 0.000262 0.008807 0.005558342

Data Set
Ceres

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.2917 534.3537 314.8996 232.6026 0.051203 -0.22615 2.54E-05 2.24E-05 0.227083 0.1041277

Median 533.277 534.331 314.9405 232.5705 0.050918 -0.22557 2.56E-05 2.28E-05 0.22777 0.106045

Std.Dev 0.811556 0.811568 0.274396 0.480788 0.001369 0.005877 8.18E-06 5.36E-06 0.008676 0.005515804

Ceres 2-Step
Data Set
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grid finder was finding the points correctly. The circle grid finder uses the large dot of the modified 

circle grid to determine orientation of the target. When there is too much skew, the grid finder 

cannot tell which dot is the large dot, causing the grid points to be returned incorrectly. Using this 

new data collection program, we collected 30 sets of 30 images by moving a tripod around in front 

of the calibration pattern to 30 different poses and moving the camera slightly at each pose so the 

images are not all the same. The result is the data set of 900 images. 

 

4.3 DATA SET THREE RESULTS AND DISCUSSION 

 The results of the intrinsic calibration using the third data set using OpenCV is shown in 

the table below. The first thing we notice is that the values of focal length and principal points are 

close to the values obtained in Table 4 for data set two. The reprojection errors are also lower. In 

fact, the reprojection errors for this solve using OpenCV are on par with the reprojection errors 

from Table 5 when Ceres was used. The next thing we note is that there is very little variance in 

the focal lengths and principal point values. This is a very good sign since the goal of the first 

hypothesis was to eliminate large variances in the focal length and principal point. 

Table 7. Intrinsic Parameters of Calibration for Data Set 3 using OpenCV 

 
 

 

 The results of solving the third data set using Ceres once again produces a much lower 

reprojection error. The standard deviations are essentially the same as the OpenCV result. Since 

the variance in the focal lengths and principal points are already very low, doing a two-step 

calibration should have little to no effect. 

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.5156 534.2188 315.1511 232.2743 0.057415 -0.24467 -0.00045 0.000157235 0.243113 0.111240033

Median 533.513 534.219 315.179 232.2715 0.057631 -0.24493 -0.00043 0.000177383 0.243794 0.1111215

StdDev 0.062229 0.057637 0.126214 0.059501 0.000838 0.00552 7.48E-05 0.000120527 0.009494 0.001020407

OpenCV Solve
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Table 8. Intrinsic Parameters of Calibration for Data Set 3 using Ceres 

 
 

 

The table below with the results of the two-step solve show that doing a two-step solve is 

not required since the values remain essentially the same. 

Table 9. Intrinsic Parameters of Calibration for Data Set 2 using Ceres with 2-Step Solve 

 
 

 

 
Figure 14. Plot of Focal Length Results of Xtion Intrinsic Calibration Across All Data Sets 

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.5158 534.219 315.1523 232.2752 0.057409 -0.24464 -0.00045 0.00015804 0.243073 0.006187686

Median 533.513 534.219 315.1805 232.2725 0.057624 -0.24491 -0.00043 0.00017819 0.243756 0.00617398

StdDev 0.062114 0.057584 0.126057 0.059514 0.000838 0.005522 7.48E-05 0.00012051 0.009497 0.0001138

Ceres Solve

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

Mean 533.5291 534.2124 314.9268 232.8847 0.0574 -0.24551 -2.2925E-05 3.688E-06 0.244713 0.006272537

Median 533.5195 534.21 314.9155 232.873 0.057541 -0.24534 -2.1598E-05 3.554E-06 0.244819 0.00627153

StdDev 0.05693 0.055141 0.061078 0.068533 0.000848 0.005369 4.6708E-06 2.496E-06 0.009002 0.00011488

Ceres 2-Step Solve
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 We compare the focal lengths using OpenCV across all three data sets in Figure 14. We 

see that data set three has the lowest deviation amongst all three data sets. From the results of data 

set three we learn a couple of things. The first thing we learned is that our first hypothesis was 

wrong. There is nothing wrong with how we solve for the distortion parameters. If we capture the 

right amount and type of data and ensure there is no motion blur, the focal lengths and principal 

points have a very small variance across multiple calibrations. The second thing we learn is that 

unless you want a different calibration every time you run a calibration, do not use the automatic 

data collection that ships with the ROS camera_calibration package.  



 

31 

 

CHAPTER FIVE: CONCLUSION 

5.1 CONCLUSION 

 In this thesis, we attempted to improve the results of intrinsic camera calibration of the 

camera_calibration package by testing the hypothesis that a two-step solve would decrease the 

variance in the focal lengths and principal points. A two-step solve means that we hold the 

tangential distortion parameters constant and solving for the focal lengths, principal point 

coordinates, and radial distortion parameters first, then holding those parameters constant and 

solving for the tangential components last. This proved to be unnecessary as shown in the third 

data set. The variances in the focal length and principal points where caused by not having enough 

of the right type of data and too much motion blur in some of the data. 

To fix this problem, we propose the following guidelines when using the ROS 

camera_calibration package. Make sure data is being collected in a well-lit room. Use a static 

target instead of a static camera. Cover the lens of the camera while it is in motion to prevent the 

software from collecting data while the camera is in motion. Make sure to capture images where 

the calibration pattern fills the entire field of view of the camera. Capture more images from this 

distance while skewing to the left, right, top, and bottom. Move back until the calibration pattern 

is approximately half the size compared to when it filled the field of view. Capture data from the 

different skews again. Then move the camera so that the target fills the top left, top center, top 

right, bottom left, bottom center, bottom right, left center, and right center capturing data from all 

the skews at each location as well. Capturing this data without any motion blur should result in 

consistent calibrations. 
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5.2 FUTURE WORK 

 Although we suggested poses from which to capture data, these are based off of personal 

experience with camera calibration and intuition. It would be interesting to research the least 

number of images required and their exact poses to capture enough data for a calibration with good 

results. We also plan to modify the camera_calibration package to not capture data while the 

camera is in motion to avoid motion blur and attempt to push it back to the public repository. Tools 

to perform manual data collect data for this thesis and we plan to release that with IC2 as well. 
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APPENDIX 

Table 10. Intrinsic Parameters of Calibration for Data Set 1 using OpenCV Full 

 

 
Table 11. Intrinsic Parameters of Calibration for Data Set 1 using Ceres Full 

 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 537.7097 536.4955 328.9036 230.3843 0.071099 -0.22231 -0.00164 0.001704 0.207288 0.288927922

2 537.1628 536.4434 329.3325 232.811 0.06845 -0.22011 -0.00069 0.002134 0.184927 0.257923333

3 538.7228 537.5716 328.216 230.7882 0.072514 -0.24749 -0.00154 0.001378 0.251105 0.257335926

4 539.1191 537.9649 329.2799 230.5537 0.069168 -0.22144 -0.00155 0.001703 0.183699 0.256332179

5 538.9678 538.0276 329.4303 231.6251 0.067829 -0.1998 -0.00121 0.001957 0.15495 0.259630639

6 538.7129 537.6616 328.0747 230.7397 0.067651 -0.21471 -0.0016 0.000946 0.184089 0.267401059

7 538.3928 537.2339 327.3839 231.3589 0.068042 -0.21326 -0.00174 0.000749 0.178513 0.249364986

8 539.8049 538.833 329.1993 231.5774 0.070135 -0.22794 -0.00116 0.001637 0.201847 0.256619528

9 536.7549 535.8375 328.9169 232.1939 0.06678 -0.20888 -0.00129 0.001552 0.169872 0.256962253

10 538.1515 537.0732 327.5397 232.0631 0.067624 -0.218 -0.00151 0.000956 0.186384 0.250851766

11 540.5275 539.1459 315.8886 233.6881 0.06895 -0.16433 -0.00366 -0.00376 0.095483 0.193196265

12 540.1037 538.6223 317.3202 223.6189 0.044844 -0.16451 -0.00027 -0.00499 0.098084 0.206502743

13 536.1762 536.3404 316.6176 233.8819 0.065736 -0.24744 -0.00038 -0.00445 0.238175 0.200529637

14 534.3156 533.2348 323.3679 233.6195 0.074836 -0.18513 0.00231 0.001757 0.116522 0.297221169

15 521.3646 521.766 322.9521 239.339 0.082022 -0.25943 -0.00302 -0.00494 0.211423 0.359227625

Mean 537.0658 536.1501 325.4949 231.8829 0.068379 -0.21432 -0.00126 -0.00011 0.177491 0.257201802

Median 538.3928 537.2339 328.0747 231.6251 0.06845 -0.218 -0.00151 0.001378 0.184089 0.257082027

Std.Dev 4.474733 4.092078 4.84634 3.077894 0.0074 0.02665 0.001275 0.002704 0.044171 0.03925095

Data Set
OpenCV

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 537.6577 536.4508 328.9222 230.4324 0.071092 -0.22231 -0.00163 0.001722 0.20728 0.041739734

2 537.1701 536.4497 329.3082 232.7883 0.068486 -0.22025 -0.0007 0.002118 0.185106 0.033262267

3 538.7123 537.5628 328.2259 230.807 0.072493 -0.24742 -0.00153 0.001386 0.251026 0.033110923

4 539.0805 537.9321 329.271 230.5739 0.06918 -0.22143 -0.00156 0.001703 0.183582 0.03285316

5 538.9708 538.0302 329.4138 231.6129 0.067852 -0.19988 -0.00121 0.001946 0.155047 0.033704069

6 538.8727 537.7996 328.1836 230.5886 0.067818 -0.21477 -0.00164 0.001009 0.1839 0.03207822

7 538.3818 537.2246 327.3954 231.377 0.068022 -0.21321 -0.00173 0.000757 0.178466 0.031091482

8 539.7873 538.8182 329.1706 231.5668 0.070179 -0.22803 -0.00117 0.001622 0.201881 0.032926854

9 536.7624 535.8438 328.8956 232.1741 0.06681 -0.20896 -0.0013 0.001538 0.169937 0.033014834

10 538.1352 537.0598 327.5225 232.0646 0.067641 -0.218 -0.00152 0.000947 0.18628 0.03146335

11 540.5178 539.1372 315.8922 233.6972 0.068952 -0.16439 -0.00365 -0.00376 0.095636 0.01866245

12 540.102 538.6216 317.3243 223.6219 0.044841 -0.16451 -0.00027 -0.00499 0.098115 0.021321733

13 536.1709 536.3383 316.6174 233.8919 0.065717 -0.24734 -0.00038 -0.00445 0.238022 0.020106114

14 534.331 533.2502 323.533 233.7613 0.074743 -0.18473 0.002386 0.001867 0.115951 0.044170393

15 521.4022 521.8011 322.9408 239.32 0.082071 -0.2596 -0.00302 -0.00495 0.21159 0.064522314

Mean 537.0703 536.1547 325.5078 231.8852 0.068393 -0.21432 -0.00126 -0.0001 0.177455 0.03360186

Median 538.3818 537.2246 328.1836 231.6129 0.068486 -0.218 -0.00152 0.001386 0.1839 0.032926854

Std.Dev 4.465886 4.083868 4.841077 3.081418 0.0074 0.026677 0.001289 0.00271 0.044181 0.010661583

Data Set
Ceres
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Table 12. Intrinsic Parameters of Calibration for Data Set 1 using Ceres 2-Step Solve Full 

 
 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 537.6405 536.3853 326.4415 232.2131 0.070408 -0.2328 -2E-05 8.09E-06 0.220755 0.041996538

2 537.3284 536.5504 326.2517 233.2344 0.06867 -0.22967 -9.6E-06 8.48E-06 0.197101 0.033453326

3 538.6016 537.4289 326.2306 232.6003 0.071664 -0.25587 -1.9E-05 6.19E-06 0.262561 0.033313851

4 539.0101 537.8199 326.8003 232.347 0.068371 -0.22987 -2E-05 7.06E-06 0.192516 0.033100531

5 538.9904 537.9876 326.5889 232.8084 0.067723 -0.21006 -1.6E-05 8.72E-06 0.166913 0.033933335

6 538.5703 537.4934 326.7089 232.683 0.066819 -0.22225 -1.9E-05 4.49E-06 0.193205 0.032258067

7 537.9964 536.847 326.2907 233.6661 0.06676 -0.2189 -1.9E-05 3.46E-06 0.184787 0.031253422

8 539.5363 538.5239 326.7475 232.9204 0.069801 -0.23544 -1.4E-05 7.9E-06 0.210155 0.033106432

9 536.5924 535.639 326.621 233.7247 0.065939 -0.21318 -1.7E-05 6.99E-06 0.171706 0.033208453

10 537.8352 536.7458 326.1232 234.0222 0.066559 -0.22264 -1.7E-05 4.87E-06 0.190012 0.031614722

11 538.653 537.3292 321.3509 238.6453 0.066217 -0.19126 -3E-05 -2E-05 0.154739 0.019211501

12 541.0281 539.7101 325.1936 224.1689 0.043515 -0.14064 -1.8E-05 -2.9E-05 0.07287 0.022057095

13 535.8816 536.0895 322.7507 234.6572 0.06271 -0.22515 -1.6E-05 -2.2E-05 0.207862 0.02060732

14 534.5999 533.5243 320.7777 229.7385 0.076884 -0.18981 1.05E-05 -1.3E-06 0.1252 0.044239538

15 518.4506 519.2401 330.2288 244.8137 0.075669 -0.25144 -2.8E-05 -2.5E-05 0.206429 0.066349441

Mean 536.7143 535.821 325.6737 233.4829 0.067181 -0.21793 -1.7E-05 -2.1E-06 0.183787 0.033980238

Median 537.9964 536.847 326.2907 232.9204 0.067723 -0.22264 -1.8E-05 4.87E-06 0.192516 0.033106432

Std.Dev 5.103357 4.63207 2.298207 4.18509 0.007261 0.02711 8.76E-06 1.36E-05 0.04223 0.010878865

Ceres 2-Step
Data Set
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Table 13. Intrinsic Parameters of Calibration for Data Set 2 using OpenCV Full 

 
 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 533.085 534.198 316.507 233.538 0.050501 -0.22503 0.000493 0.001072 0.227783 0.457135

2 532.037 533.126 316.06 233.993 0.050031 -0.22468 0.000556 0.000975 0.228345 0.458803

3 533.675 534.742 316.457 232.768 0.05126 -0.22819 0.000419 0.001057 0.232029 0.462812

4 533.022 534.078 316.475 233.381 0.051893 -0.23194 0.000403 0.001099 0.239667 0.462706

5 533.309 534.034 315.599 233.454 0.053039 -0.23248 0.000372 0.000333 0.232595 0.432749

6 534.531 535.559 316.566 233.311 0.051604 -0.23448 0.000419 0.001059 0.244186 0.459891

7 533.116 534.211 316.292 232.989 0.053361 -0.23832 0.000463 0.00106 0.245557 0.461454

8 533.272 534.322 316.497 233.198 0.052069 -0.23199 0.000439 0.001062 0.236623 0.463037

9 532.564 533.569 316.507 234.126 0.052394 -0.23151 0.000489 0.000975 0.234514 0.453299

10 533.048 534.325 315.834 233.039 0.054847 -0.24093 0.000156 0.000481 0.247002 0.446937

11 533.705 534.253 317.498 232.673 0.055478 -0.24926 0.000106 0.001777 0.260696 0.397295

12 533.811 534.841 316.174 232.926 0.051932 -0.23093 0.000467 0.00102 0.23523 0.461944

13 533.024 534.103 316.882 233.128 0.052717 -0.23558 0.000436 0.001059 0.242109 0.459978

14 531.166 532.325 315.885 232.22 0.051907 -0.23389 0.00046 0.001096 0.241955 0.452099

15 533.282 534.434 316.207 233.236 0.051641 -0.2297 0.000479 0.000813 0.233603 0.460864

16 532.836 534.164 316.622 233.609 0.053617 -0.24217 0.000576 0.001139 0.253178 0.45379

17 536.099 537.239 315.831 232.397 0.049721 -0.22167 0.000471 0.000953 0.223874 0.452732

18 533.1 534.14 316.749 234 0.050933 -0.22287 0.000242 0.001418 0.213877 0.455755

19 532.522 533.371 316.037 233.489 0.051664 -0.2287 0.000486 0.001331 0.233194 0.458543

20 533.29 534.35 316.442 233.126 0.052732 -0.23541 0.000437 0.001052 0.241636 0.463134

21 533.591 534.432 316.358 233.498 0.052788 -0.23985 0.000999 0.000977 0.248527 0.444202

22 532.667 533.875 315.504 233.839 0.055159 -0.23855 0.000358 0.000543 0.24052 0.447191

23 533.354 534.432 316.548 233.179 0.052848 -0.23587 0.000447 0.001072 0.242397 0.462843

24 533.314 534.325 316.56 233.162 0.051949 -0.23217 0.00041 0.001157 0.237732 0.462353

25 533.266 534.404 316.708 233.256 0.051952 -0.23213 0.00055 0.001213 0.237607 0.46202

26 533.25 534.319 316.79 233.177 0.051382 -0.22974 0.000462 0.001124 0.234604 0.463012

27 533.277 534.337 316.797 233.412 0.051392 -0.22899 0.000625 0.001327 0.231174 0.46265

28 534.544 535.651 316.895 232.043 0.051193 -0.2276 0.00045 0.001161 0.230779 0.45923

29 533.295 534.366 316.716 233.111 0.051496 -0.23256 0.000442 0.001095 0.240184 0.462704

30 533.501 534.761 316.85 233.136 0.051645 -0.23322 0.000531 0.000971 0.241537 0.455391

Mean 533.2851 534.3429 316.4282 233.2138 0.052171 -0.23268 0.000455 0.001049 0.237757 0.455218433

Median 533.2745 534.3235 316.502 233.1885 0.051919 -0.23215 0.000455 0.001061 0.23767 0.4595605

Std.Dev 0.813208 0.813384 0.422609 0.473307 0.001324 0.005833 0.000147 0.000263 0.008834 0.012787092

Data Set
OpenCV
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Table 14. Intrinsic Parameters of Calibration for Data Set 2 using Ceres Full 

 
 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 533.088 534.201 316.51 233.533 0.050492 -0.22502 0.000492 0.001073 0.227831 0.104486

2 532.042 533.131 316.065 233.986 0.050026 -0.22473 0.000555 0.000976 0.228498 0.10525

3 533.676 534.744 316.462 232.766 0.051257 -0.22822 0.000419 0.001058 0.232122 0.107097

4 533.025 534.081 316.477 233.377 0.051884 -0.23193 0.000403 0.0011 0.239691 0.107048

5 533.311 534.036 315.61 233.453 0.053044 -0.23259 0.000373 0.000338 0.23286 0.0936358

6 534.533 535.56 316.566 233.308 0.051599 -0.23447 0.000418 0.001058 0.244188 0.10575

7 533.118 534.213 316.298 232.988 0.053361 -0.23837 0.000463 0.001063 0.245708 0.10647

8 533.274 534.325 316.499 233.195 0.052063 -0.23199 0.000439 0.001063 0.236682 0.107202

9 532.568 533.573 316.51 234.119 0.052387 -0.23153 0.000487 0.000976 0.234608 0.10274

10 533.051 534.327 315.843 233.038 0.05485 -0.24101 0.000157 0.000485 0.247216 0.0998765

11 533.706 534.254 317.493 232.669 0.055462 -0.24917 0.000104 0.001774 0.260535 0.0789215

12 533.813 534.843 316.181 232.924 0.051933 -0.231 0.000467 0.001023 0.235398 0.106696

13 533.025 534.105 316.879 233.124 0.052703 -0.2355 0.000435 0.001057 0.242 0.10579

14 531.167 532.326 315.897 232.223 0.051924 -0.23405 0.000462 0.001102 0.242302 0.102197

15 533.285 534.436 316.212 233.234 0.051639 -0.22974 0.000479 0.000815 0.233732 0.106198

16 532.839 534.167 316.623 233.603 0.053603 -0.24213 0.000574 0.001139 0.253163 0.102963

17 536.099 537.239 315.846 232.402 0.049728 -0.2218 0.000474 0.00096 0.224198 0.102483

18 533.104 534.144 316.75 233.993 0.050912 -0.2228 0.00024 0.001417 0.213802 0.103856

19 532.525 533.375 316.042 233.484 0.051659 -0.22874 0.000485 0.001332 0.233331 0.105131

20 533.292 534.352 316.446 233.124 0.052728 -0.23543 0.000437 0.001054 0.241715 0.107246

21 533.593 534.434 316.357 233.494 0.052774 -0.2398 0.000998 0.000976 0.248482 0.0986576

22 532.671 533.879 315.512 233.835 0.055164 -0.23866 0.000357 0.000546 0.24078 0.0999898

23 533.356 534.434 316.55 233.176 0.052842 -0.23588 0.000446 0.001073 0.24244 0.107112

24 533.316 534.327 316.562 233.159 0.051942 -0.23217 0.000409 0.001158 0.237779 0.106885

25 533.269 534.406 316.709 233.252 0.051942 -0.23211 0.000549 0.001213 0.237606 0.106731

26 533.251 534.32 316.791 233.173 0.05137 -0.2297 0.00046 0.001124 0.234585 0.10719

27 533.28 534.34 316.795 233.406 0.051378 -0.22894 0.000623 0.001325 0.231123 0.107022

28 534.543 535.65 316.896 232.045 0.051195 -0.22761 0.000451 0.001162 0.230802 0.105446

29 533.297 534.368 316.717 233.107 0.051484 -0.23253 0.000441 0.001095 0.240181 0.107047

30 533.503 534.763 316.852 233.132 0.051636 -0.2332 0.00053 0.000972 0.241548 0.103691

Mean 533.2873 534.3451 316.4317 233.2107 0.052166 -0.23269 0.000454 0.00105 0.23783 0.103693607

Median 533.277 534.326 316.5045 233.1855 0.051929 -0.23214 0.000456 0.001063 0.237693 0.105598

Std.Dev 0.812531 0.812651 0.418823 0.471011 0.001324 0.005822 0.000147 0.000262 0.008807 0.005558342

Data Set
Ceres
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Table 15. Intrinsic Parameters of Calibration for Data Set 2 using Ceres 2-Step Solve Full 

 
 

Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

1 533.096 534.214 314.944 232.873 0.049422 -0.21791 2.82E-05 2.31E-05 0.216269 0.104933

2 532.072 533.165 314.632 233.233 0.049114 -0.21848 3.14E-05 2.10E-05 0.218407 0.105659

3 533.739 534.814 314.893 232.169 0.050324 -0.22193 2.26E-05 2.22E-05 0.221726 0.107477

4 533.077 534.136 314.887 232.832 0.051132 -0.22674 2.23E-05 2.42E-05 0.230885 0.107475

5 533.309 534.04 315.123 232.97 0.052828 -0.23052 2.13E-05 7.78E-06 0.229413 0.0937284

6 534.536 535.567 315.021 232.744 0.050543 -0.22746 2.37E-05 2.26E-05 0.232704 0.106158

7 533.122 534.221 314.751 232.372 0.052469 -0.23213 2.62E-05 2.27E-05 0.235368 0.1069

8 533.289 534.343 314.946 232.602 0.051053 -0.2252 2.58E-05 2.29E-05 0.225535 0.107621

9 532.566 533.576 315.093 233.484 0.051545 -0.22547 2.84E-05 2.12E-05 0.22455 0.103124

10 533.051 534.33 315.139 232.832 0.054421 -0.23814 8.84E-06 1.02E-05 0.242494 0.0999548

11 533.719 534.264 314.882 232.503 0.05357 -0.23785 5.20E-06 3.66E-05 0.241786 0.0798624

12 533.864 534.895 314.669 232.268 0.050914 -0.22417 2.54E-05 2.13E-05 0.224254 0.107073

13 533.035 534.118 315.338 232.539 0.051565 -0.22822 2.43E-05 2.26E-05 0.230319 0.106205

14 531.182 532.345 314.307 231.617 0.050798 -0.22622 2.59E-05 2.34E-05 0.229373 0.102646

15 533.275 534.433 315.025 232.599 0.050979 -0.22501 2.72E-05 1.78E-05 0.225752 0.106477

16 532.848 534.18 314.959 232.833 0.052499 -0.23451 3.16E-05 2.38E-05 0.240674 0.10344

17 536.114 537.259 314.437 231.757 0.049071 -0.2166 2.64E-05 2.03E-05 0.215188 0.102844

18 533.014 534.044 314.715 233.68 0.049706 -0.21509 1.29E-05 3.05E-05 0.202113 0.104481

19 532.528 533.387 314.121 232.849 0.050374 -0.22043 2.63E-05 2.79E-05 0.219421 0.105723

20 533.303 534.368 314.906 232.534 0.051746 -0.2288 2.46E-05 2.26E-05 0.23084 0.107659

21 533.59 534.45 314.945 232.189 0.051955 -0.23286 5.53E-05 2.16E-05 0.237284 0.0993364

22 532.67 533.885 314.716 233.369 0.054692 -0.23516 2.01E-05 1.19E-05 0.235113 0.100131

23 533.361 534.441 314.982 232.579 0.051817 -0.22901 2.51E-05 2.29E-05 0.231196 0.107543

24 533.316 534.332 314.868 232.608 0.050923 -0.22539 2.32E-05 2.53E-05 0.226574 0.107347

25 533.279 534.414 314.937 232.526 0.050744 -0.22407 3.08E-05 2.54E-05 0.224502 0.107276

26 533.242 534.317 315.17 232.547 0.050317 -0.22276 2.51E-05 2.39E-05 0.22321 0.107641

27 533.291 534.356 314.854 232.562 0.050099 -0.22027 3.25E-05 2.72E-05 0.216908 0.107623

28 534.496 535.605 315.18 231.468 0.050118 -0.22051 2.61E-05 2.48E-05 0.219158 0.105932

29 533.273 534.349 315.113 232.505 0.050441 -0.22567 2.44E-05 2.35E-05 0.228966 0.107485

30 533.493 534.762 315.435 232.436 0.050905 -0.22783 3.01E-05 2.10E-05 0.232522 0.104076

Mean 533.2917 534.3537 314.8996 232.6026 0.051203 -0.22615 2.54E-05 2.24E-05 0.227083 0.1041277

Median 533.277 534.331 314.9405 232.5705 0.050918 -0.22557 2.56E-05 2.28E-05 0.22777 0.106045

Std.Dev 0.811556 0.811568 0.274396 0.480788 0.001369 0.005877 8.18E-06 5.36E-06 0.008676 0.005515804

Data Set
Ceres 2-Step
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Table 16. Intrinsic Parameters of Calibration for Data Set 3 using OpenCV Full 

 
 

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

0 533.504 534.209 314.964 232.326 0.057863 -0.24968 -0.00039 -1.26E-06 0.252962 0.112636

1 533.445 534.157 314.933 232.299 0.058228 -0.25042 -0.00042 -3.20E-05 0.253095 0.11165

2 533.463 534.173 314.988 232.25 0.058095 -0.25079 -0.00043 -3.13E-07 0.253182 0.111206

3 533.513 534.208 315.062 232.345 0.058591 -0.25239 -0.00041 9.53E-05 0.254337 0.110599

4 533.473 534.167 314.991 232.288 0.058337 -0.25113 -0.00045 6.03E-05 0.252089 0.111845

5 533.42 534.128 315.066 232.347 0.057694 -0.24898 -0.00044 4.94E-05 0.251282 0.112727

6 533.41 534.12 315.134 232.241 0.057371 -0.24797 -0.00047 1.00E-04 0.250599 0.112229

7 533.428 534.142 315.004 232.272 0.058232 -0.25411 -0.00045 1.91E-05 0.262539 0.114034

8 533.459 534.17 315.051 232.232 0.058784 -0.25569 -0.00044 4.37E-06 0.263927 0.112

9 533.422 534.139 315.026 232.351 0.058002 -0.24883 -0.00039 1.40E-05 0.25074 0.11098

10 533.577 534.29 314.997 232.347 0.057572 -0.24624 -0.0003 -2.49E-05 0.246308 0.111131

11 533.575 534.286 315.011 232.369 0.056505 -0.24053 -0.00036 7.38E-05 0.237331 0.111854

12 533.655 534.365 315.065 232.276 0.056122 -0.23782 -0.00043 0.000101338 0.232779 0.11056

13 533.513 534.232 315.174 232.34 0.056689 -0.23816 -0.00039 0.000164366 0.232128 0.110794

14 533.568 534.262 315.172 232.301 0.055457 -0.23405 -0.00039 0.000149858 0.227912 0.109374

15 533.524 534.2 315.258 232.333 0.056508 -0.2389 -0.00034 0.000211947 0.233801 0.109938

16 533.562 534.246 315.184 232.348 0.056287 -0.2378 -0.00039 0.000197397 0.231699 0.110412

17 533.559 534.259 315.214 232.269 0.05691 -0.24156 -0.00041 0.00023159 0.236404 0.111663

18 533.511 534.197 315.274 232.268 0.056629 -0.23909 -0.00041 0.000303277 0.23222 0.110279

19 533.528 534.226 315.284 232.178 0.05769 -0.24376 -0.00051 0.000324795 0.238222 0.110209

20 533.478 534.194 315.28 232.242 0.057136 -0.23971 -0.00041 0.000367764 0.234934 0.110566

21 533.671 534.344 315.445 232.3 0.058358 -0.24679 -0.00044 0.000376296 0.243918 0.112934

22 533.474 534.183 315.271 232.247 0.058207 -0.2461 -0.00047 0.000296573 0.244037 0.109769

23 533.555 534.262 315.253 232.204 0.058056 -0.24649 -0.00052 0.000263989 0.245485 0.110129

24 533.515 534.233 315.277 232.144 0.057263 -0.24447 -0.00059 0.000247848 0.244198 0.111607

25 533.511 534.229 315.263 232.177 0.057857 -0.24539 -0.00058 0.000241198 0.24367 0.111112

26 533.506 534.228 315.239 232.182 0.057793 -0.24356 -0.0006 0.000232588 0.237951 0.11105

27 533.546 534.249 315.256 232.271 0.057414 -0.24204 -0.00056 0.000246461 0.235525 0.110627

28 533.564 534.253 315.204 232.262 0.056724 -0.24053 -0.00055 0.000211471 0.237465 0.111721

29 533.539 534.212 315.192 232.219 0.056081 -0.23721 -0.00053 0.0001904 0.232654 0.111566

Mean 533.5156 534.2188 315.1511 232.2743 0.057415 -0.24467 -0.00045 0.000157235 0.243113 0.111240033

Median 533.513 534.219 315.179 232.2715 0.057631 -0.24493 -0.00043 0.000177383 0.243794 0.1111215

StdDev 0.062229 0.057637 0.126214 0.059501 0.000838 0.00552 7.48E-05 0.000120527 0.009494 0.001020407

OpenCV Solve
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Table 17. Intrinsic Parameters of Calibration for Data Set 3 using Ceres Full 

 
 

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

0 533.505 534.209 314.966 232.327 0.057858 -0.24966 -0.00039 -3.97E-07 0.252934 0.00634336

1 533.445 534.158 314.934 232.3 0.058223 -0.2504 -0.00042 -3.11E-05 0.253067 0.00623289

2 533.464 534.174 314.989 232.251 0.058089 -0.25076 -0.00043 5.14E-07 0.253152 0.00618337

3 533.513 534.208 315.063 232.346 0.058586 -0.25237 -0.00041 9.61E-05 0.254306 0.00611604

4 533.473 534.167 314.992 232.289 0.058332 -0.25111 -0.00045 6.11E-05 0.25206 0.00625466

5 533.42 534.128 315.068 232.348 0.057688 -0.24895 -0.00044 5.02E-05 0.251247 0.00635366

6 533.411 534.12 315.135 232.242 0.057365 -0.24794 -0.00047 0.0001008 0.250559 0.00629764

7 533.428 534.143 315.006 232.273 0.058225 -0.25408 -0.00045 2.01E-05 0.262495 0.00650185

8 533.46 534.17 315.052 232.233 0.058778 -0.25566 -0.00044 5.27E-06 0.263885 0.00627201

9 533.422 534.14 315.027 232.351 0.057996 -0.2488 -0.00039 1.48E-05 0.250702 0.00615827

10 533.577 534.29 314.999 232.348 0.057566 -0.24621 -0.0003 -2.41E-05 0.246266 0.00617503

11 533.575 534.286 315.012 232.37 0.056499 -0.2405 -0.00035 7.46E-05 0.237289 0.00625567

12 533.655 534.366 315.067 232.277 0.056115 -0.23778 -0.00043 0.00010217 0.232727 0.00611177

13 533.513 534.233 315.176 232.341 0.056684 -0.23814 -0.00039 0.00016513 0.232091 0.0061377

14 533.568 534.262 315.173 232.302 0.055452 -0.23403 -0.00039 0.0001506 0.227874 0.00598129

15 533.524 534.2 315.259 232.334 0.056502 -0.23887 -0.00034 0.00021269 0.233756 0.00604319

16 533.562 534.246 315.185 232.349 0.05628 -0.23777 -0.00039 0.00019818 0.231647 0.0060954

17 533.559 534.259 315.215 232.27 0.056902 -0.24152 -0.00041 0.00023239 0.236348 0.00623434

18 533.512 534.197 315.275 232.269 0.056622 -0.23906 -0.00041 0.00030403 0.232168 0.00608076

19 533.529 534.226 315.285 232.179 0.057683 -0.24373 -0.00051 0.00032557 0.238171 0.00607298

20 533.478 534.194 315.281 232.243 0.05713 -0.23968 -0.00041 0.00036854 0.234892 0.0061124

21 533.671 534.344 315.446 232.301 0.058352 -0.24676 -0.00044 0.00037715 0.243875 0.00637704

22 533.474 534.183 315.272 232.247 0.058201 -0.24608 -0.00047 0.00029737 0.244 0.00602461

23 533.555 534.262 315.254 232.204 0.05805 -0.24647 -0.00052 0.00026479 0.245448 0.00606418

24 533.515 534.233 315.278 232.145 0.057257 -0.24445 -0.00059 0.00024868 0.244163 0.00622804

25 533.511 534.23 315.264 232.178 0.057851 -0.24537 -0.00058 0.00024201 0.243636 0.00617293

26 533.506 534.228 315.24 232.183 0.057787 -0.24353 -0.0006 0.00023336 0.237909 0.00616603

27 533.546 534.249 315.257 232.272 0.057408 -0.24201 -0.00056 0.00024723 0.235486 0.00611918

28 533.564 534.253 315.205 232.263 0.056719 -0.24051 -0.00055 0.00021232 0.237431 0.00624082

29 533.539 534.212 315.194 232.22 0.056075 -0.23718 -0.00052 0.00019125 0.232612 0.00622347

Mean 533.5158 534.219 315.1523 232.2752 0.057409 -0.24464 -0.00045 0.00015804 0.243073 0.006187686

Median 533.513 534.219 315.1805 232.2725 0.057624 -0.24491 -0.00043 0.00017819 0.243756 0.00617398

StdDev 0.062114 0.057584 0.126057 0.059514 0.000838 0.005522 7.48E-05 0.00012051 0.009497 0.0001138

Ceres Solve
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Table 18. Intrinsic Parameters of Calibration for Data Set 2 using Ceres 2-Step Solve Full 

 
 

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

0 533.534 534.213 314.975 232.86 0.057886 -0.25064 -1.74E-05 7.88E-07 0.254 0.00639809

1 533.484 534.17 314.991 232.862 0.058261 -0.25151 -1.86E-05 2.11E-07 0.254322 0.00629411

2 533.495 534.178 314.994 232.835 0.058044 -0.25146 -1.96E-05 1.56E-06 0.253897 0.00624895

3 533.545 534.215 314.923 232.89 0.05854 -0.2531 -1.99E-05 3.08E-06 0.255452 0.00617792

4 533.506 534.172 314.903 232.888 0.058295 -0.25198 -2.15E-05 2.81E-06 0.253305 0.00632738

5 533.446 534.125 314.989 232.951 0.057579 -0.24958 -2.11E-05 2.37E-06 0.252372 0.00642472

6 533.439 534.121 314.988 232.876 0.057219 -0.24828 -2.29E-05 2.18E-06 0.2513 0.00638073

7 533.46 534.147 314.976 232.881 0.058018 -0.25425 -2.15E-05 1.08E-06 0.263011 0.0065739

8 533.497 534.182 315.042 232.818 0.058481 -0.25536 -2.07E-05 6.85E-07 0.263816 0.00634025

9 533.449 534.145 314.998 232.869 0.057785 -0.2486 -1.85E-05 6.96E-07 0.250475 0.00621215

10 533.596 534.293 315.032 232.75 0.057414 -0.24597 -1.46E-05 -1.02E-06 0.245866 0.00620741

11 533.595 534.29 314.907 232.846 0.056357 -0.24039 -1.83E-05 9.11E-07 0.237156 0.00630341

12 533.671 534.361 314.927 232.856 0.055967 -0.2379 -2.17E-05 1.51E-06 0.233083 0.00618179

13 533.517 534.219 314.944 232.866 0.056775 -0.23957 -1.93E-05 2.75E-06 0.234306 0.00620047

14 533.571 534.25 314.958 232.82 0.055491 -0.23516 -1.99E-05 2.91E-06 0.229794 0.00604219

15 533.522 534.188 314.962 232.793 0.056628 -0.24041 -1.79E-05 4.03E-06 0.236358 0.00609852

16 533.556 534.23 314.91 232.876 0.056371 -0.2391 -2.03E-05 4.18E-06 0.234079 0.00616187

17 533.557 534.245 314.895 232.828 0.056946 -0.24274 -2.27E-05 5.68E-06 0.238872 0.00631326

18 533.507 534.183 314.86 232.828 0.056756 -0.24077 -2.28E-05 6.65E-06 0.235391 0.00616955

19 533.534 534.218 314.837 232.87 0.057817 -0.24555 -2.73E-05 7.82E-06 0.241918 0.00619936

20 533.484 534.19 314.758 232.8 0.057503 -0.24256 -2.19E-05 7.44E-06 0.239454 0.00620938

21 533.683 534.345 314.909 232.904 0.058702 -0.24952 -2.37E-05 7.89E-06 0.248452 0.00648608

22 533.475 534.17 314.84 232.892 0.058455 -0.24828 -2.54E-05 6.59E-06 0.247868 0.00612828

23 533.548 534.241 314.862 232.921 0.058108 -0.24736 -2.78E-05 5.20E-06 0.247577 0.00618118

24 533.511 534.209 314.907 232.958 0.057154 -0.24458 -3.10E-05 5.12E-06 0.245374 0.00636774

25 533.503 534.202 314.907 232.981 0.057689 -0.24514 -3.11E-05 4.96E-06 0.244263 0.00630806

26 533.514 534.211 314.897 233.014 0.057815 -0.24444 -3.24E-05 6.39E-06 0.239919 0.00630763

27 533.554 534.23 314.897 233.045 0.057479 -0.24316 -3.05E-05 6.93E-06 0.237702 0.00624525

28 533.572 534.234 314.894 233.021 0.056612 -0.24117 -2.98E-05 4.69E-06 0.239439 0.00635711

29 533.548 534.194 314.921 232.943 0.05585 -0.23691 -2.80E-05 4.55E-06 0.232577 0.00632937

Mean 533.5291 534.2124 314.9268 232.8847 0.0574 -0.24551 -2.2925E-05 3.688E-06 0.244713 0.006272537

Median 533.5195 534.21 314.9155 232.873 0.057541 -0.24534 -2.1598E-05 3.554E-06 0.244819 0.00627153

StdDev 0.05693 0.055141 0.061078 0.068533 0.000848 0.005369 4.6708E-06 2.496E-06 0.009002 0.00011488

Ceres 2-Step Solve
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Table 19. Intrinsic Parameters of Calibration for Data Set 3 using Ceres Circle Correction Full 

 
  

Set Fx Fy Cx Cy k1 k2 p1 p2 k3 Reprj Error

0 539.871 540.175 316.064 231.492 0.013209 -0.10213 -0.00056 0.00045668 0.091905 0.0422353

1 539.924 540.234 316.063 231.421 0.014259 -0.1075 -0.00058 0.00040497 0.099399 0.0423188

2 539.82 540.108 316.121 231.346 0.01258 -0.1005 -0.0006 0.00046086 0.087923 0.0414042

3 540.186 540.457 316.273 231.349 0.011772 -0.08559 -0.00062 0.00045229 0.051051 0.0419875

4 540.132 540.445 316.291 231.392 0.010722 -0.08137 -0.00055 0.00053746 0.046364 0.0420739

5 539.914 540.31 316.399 231.41 0.008724 -0.07835 -0.00061 0.00051196 0.055951 0.0422253

6 539.868 540.254 316.31 231.305 0.009894 -0.08613 -0.00062 0.00054267 0.06724 0.0425206

7 539.872 540.181 316.135 231.234 0.012167 -0.10422 -0.00068 0.0004789 0.10254 0.0421998

8 539.93 540.298 316.262 231.181 0.012848 -0.10464 -0.00062 0.00056176 0.101286 0.0418036

9 539.928 540.336 316.404 231.304 0.011304 -0.08995 -0.00066 0.00060212 0.072292 0.0413141

10 540.262 540.707 316.05 231.558 0.01023 -0.08225 -0.00037 0.00027196 0.058035 0.0420963

11 540.466 540.875 316.049 231.445 0.007325 -0.06681 -0.00059 0.00039358 0.034328 0.0419976

12 540.507 540.949 316.069 231.382 0.006469 -0.06426 -0.00067 0.00051091 0.030779 0.0419699

13 540.014 540.469 316.285 231.364 0.009394 -0.07658 -0.0008 0.00065917 0.043935 0.0417109

14 540.211 540.615 316.235 231.277 0.008424 -0.07296 -0.00089 0.00060646 0.039676 0.0416762

15 539.742 540.039 316.273 231.28 0.010094 -0.07852 -0.00092 0.00062002 0.042322 0.0418116

16 539.682 539.996 316.173 231.329 0.009694 -0.07723 -0.00097 0.00053806 0.040691 0.0415423

17 539.837 540.072 316.323 231.344 0.010688 -0.08404 -0.00103 0.00052356 0.050851 0.0414381

18 539.705 539.89 316.396 231.357 0.009951 -0.07956 -0.00101 0.0006751 0.042917 0.0413765

19 539.532 539.719 316.519 231.165 0.011528 -0.08651 -0.00121 0.00071245 0.053803 0.0408689

20 539.462 539.704 316.771 231.411 0.010879 -0.08164 -0.00107 0.00081571 0.046815 0.0416902

21 539.704 539.927 316.93 231.408 0.010881 -0.08092 -0.00116 0.00076986 0.045745 0.0410912

22 539.386 539.678 316.704 231.385 0.010337 -0.07986 -0.00113 0.00081113 0.046073 0.0402987

23 539.494 539.802 316.643 231.401 0.00821 -0.0716 -0.00112 0.00077795 0.038593 0.0399818

24 539.334 539.613 316.646 231.373 0.007434 -0.07175 -0.00116 0.00078371 0.04297 0.0399871

25 539.493 539.782 316.547 231.46 0.007826 -0.07318 -0.00109 0.00079737 0.042921 0.040013

26 539.575 539.824 316.551 231.44 0.008739 -0.0747 -0.001 0.0007859 0.038929 0.0400056

27 539.821 540.066 316.53 231.525 0.007431 -0.06681 -0.00096 0.00078255 0.026597 0.0390337

28 539.822 539.962 316.458 231.484 0.006362 -0.06723 -0.00097 0.00073875 0.037219 0.0392986

29 539.699 539.851 316.467 231.511 0.006767 -0.06854 -0.00087 0.00076551 0.040068 0.0409245

Mean 539.8398 540.1446 316.3647 231.3778 0.009871 -0.08151 -0.00084 0.00061165 0.053974 0.041296527

Median 539.8295 540.09 316.3165 231.3835 0.010022 -0.07971 -0.00088 0.00060429 0.045909 0.04160925

StdDev 0.289908 0.347652 0.229164 0.09278 0.002065 0.01184 0.000232 0.00014784 0.021319 0.000932555

Ceres Circle Solve
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