Initial Startup
Plug in the red usb into the computer. This is a security key that allows access to the motive software. Plug in the power cord for the black box sitting on top of the computer.
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1. Motive Software Overview
The left panel of the screen shows Calibration, Data, and Builder tabs. This is where you will begin calibrating the cameras, and in the data tab can see the files of previous calibrations and recorded sessions.
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The middle shows the different types of camera views. The perspective view allows you to see the camera space along with markers in view that will appear as small white dots. The camera view allows you to see markers in relation to each camera, and in the future wanding phase of calibration allows you to know what areas are covered and which ones need more data. When selecting cameras they will change from blue to green.
The right side devices tab shows the number of cameras and lets you enable/disable them. In the assets tab you have user created rigid bodies. An example being a drone with 4 markers connected together to make one uniform body
2. Calibration
https://youtu.be/aK1cpr6ShPE?si=uQGLzgJgmIzHtpWL&t=136
Once you have access to the software and have cameras on, you can proceed to calibrating the cameras to the area you will be using to record the data. In the middle of the screen you should see the cameras, shown as small triangular prisms, select all cameras (they should all be green) and click New Calibration on the left side in the calibration tab. Draw a box around all extra markers (white dots) because they will create unnecessary noise and negatively impact the outcome. Or allows the software to mask for you by clicking the mask button.
Take out the wand and make sure to put it together properly, with the end of the stick connecting into the indent of the marker stick. Begin walking around the room waving the wand around in all directions. You want to cover as much of the camera view as possible with color, and collect roughly 6000 samples. Next, you will place the origin on the ground. You need to use the same origin for future data analytics. Changing the origin will change the positional data of the recordings. Excellent Quality outcome is required to move to the next step. Leave on continuous calibration to further enhance the accuracy.

3. Creating Rigid Body
Put markers on the object you want to record. Space them as far apart as possible but allow the most vision from the cameras. Place the marked object in view and in Motive, draw a box around the markers, right click select create rigid body. Connect it to the device and create a central point.
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4. Code
On the right side selecting an object will show you the Streaming ID. In the mocap_call_v2.py code put the ID of your object in the IDS bracket. This allows the recording of the object and sends it to the database. Make sure the localIP and serverIP IP’s are up to date. Dm_r_d might need to be adjusted based on your point of origin. You can change it so you can receive positional only data, or include rotation and scaling factor. Do not change other parts of code.
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5. Recording
When recording data you should name the file specific to your object to make finding the file easier. Leave settings normal with 0s delay and Manual Duration.Toggle off all other objects in the assets tab, to only get your desired object’s data. If having problems disable windows firewall.
6. Data File
The data will open into an excel spreadsheet detailing all marker’s positional data (x,y,z), over time. It has central point data along with individual marker data.


Notes
https://realpython.com/python-sockets/
https://optitrack.com/software/natnet-sdk/
https://botland.store/img/art/inne/Go1_User_Manual_V1.4_202112.pdf
https://www.youtube.com/watch?v=3vD5Mmj3xzE

TO DO
Learn host-client data transfer

Retrieving Mocap Data from Windows to Ubuntu on a different computer
1. Ensure that both the Mocap/Windows computer and Ubuntu computer are on the same router
2. Enable Streaming (see photo)
3. Download and unzip NatNet_SDK_4.0_ubuntu.zip. Go to samples/SampleClient and update the ip address in the file “run”. Then navigate to the sample folder in terminal and type chmod+x run. Then ./run. If everything works correctly you should see a steady stream of data
4. You can also play with the Test folder which is a streamlined version of Sample Client provided by Optitrack. You will need to set the correct index_rBody and nBody here.
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localIP = "192.168.0.161" #"192.168.0.161"  # host computer
erverIP = "192.168.0.161" #"192.168.0.161" # client computer

DS - [24, 14]
streamingClient = ConnectOptitrack(localIP,serverIP,IDS)




